Localization-delocalization transition in Hessian matrices of topologically disordered systems
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Using the level-spacing (LS) statistics, we have investigated the localization-delocalization transitions (LDTs) in Hessian matrices of a simple fluid with short-ranged interactions. The model fluid is a prototype of topologically disordered systems and its Hessian matrices are recognized as an ensemble of Euclidean random matrices with elements subject to several kinds of constraints. Two LDTs in the Hessian matrices are found, with one in the positive-eigenvalue branch and the other in the negative-eigenvalue one. The locations and the critical exponents of the two LDTs are estimated by the finite-size scaling for the second moments of the nearest-neighbor LS distributions. Within numerical errors, the two estimated critical exponents are almost coincident with each other and close to that of the Anderson model (AM) in three dimensions. The nearest-neighbor LS distribution at each LDT is examined to be in a good agreement with that of the AM at the critical disorder. We conclude that the LDTs in the Hessian matrices of topologically disordered systems exhibit the critical behaviors of orthogonal universality class.
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I. INTRODUCTION

The localization-delocalization transition (LDT) in disordered systems has attracted much attention since the pioneering work by Anderson [1] about localization. Investigation for the universality of the LDT remains one of the essential problems in condensed-matter physics [2,3]. Many universal properties about the LDT are obtained from the Anderson model (AM) for electron transport in a simple-cubic lattice with the on-site energies randomly distributed within a width $W$ [4–8]. In dimension $d=3$, the on-site energy distribution has a critical width $W_C$ so that the electron wave functions in the central region of the energy band are delocalized in space for $W < W_C$ and all wave functions become localized for $W > W_C$. The energy levels in these two regimes of disorder are described by different statistics: The nearest-neighbor level-spacing (LS) distribution of the delocalized states for $W < W_C$ is very close to the Wigner surmise $P_W(s) = (\pi/2)s \exp(-\pi s^2/4)$, while the distribution of the localized states for $W > W_C$ changes to the Poisson distribution $P_P(s) = \exp(-s)$, where $s$ is the energy spacing between adjacent levels normalized by the mean LS. At $W=W_C$, the wave functions around the energy-band center behave in a multifractal nature [9], and the level statistics is characterized by a critical nearest-neighbor LS distribution $P_C(s)$, which is fundamentally different from $P_W(s)$ and $P_P(s)$. At small $s$, the behavior of $P_C(s)$ is accepted to be linear with a slope larger than that of the Wigner surmise and depending on the choice of the boundary conditions in the AM [10]. Numerical works suggest that $P_C(s)$ at large $s$ is the Poisson-type with a decay rate above unity [5,7]; however, some analytical theory predicts other asymptotic behavior [11]. According to the scaling theory of localization [12], $P_C(s)$ is a scale-invariant function; this has been evidenced by numerical studies with the AM [7,13]. Based on this universal feature, the scale invariance of $P_C(s)$ provides a method to determine the LDTs in disordered systems other than for electron transport [14,15]. Compared with other approaches, this method benefits by only requiring the energy levels of a disordered system at several sizes; however, very large system sizes and a large amount of realizations for average have to be considered.

Recently, many efforts have been devoted to study harmonic vibrations in topologically disordered systems, which have no reference frame of lattice [16–22]. In harmonic approximation, vibrations in a topologically disordered system composed of particles of equal masses are described by the eigenmodes of its Hessian matrices, which are the second derivatives of potential energy of the system with respect to particle displacements and inversely weighted by the particle mass. In $d=3$, the Hessian matrices are composed of $3 \times 3$ blocks, which are functions of relative displacements of particle pairs [23,24], and can be recognized as a generalized version of the Euclidean random matrices [25], with randomness originated from the disorder of particle positions. From the viewpoint of the random matrix theory [26], Hessian matrices of topologically disordered systems fall into the same universality class with the AM. But the elements of each Hessian matrix are subject to constraints [27], which are classified into three categories: (I) the sum rules between the diagonal and off-diagonal blocks due to momentum conservation of the system, which makes the diagonal blocks determined by the off-diagonal ones; (II) the triangle rule for the relative positions of any three particles [28], which makes only $N-1$ off-diagonal blocks independent, with $N$ being the particle number of the system, and (III) the internal constraints of each off-diagonal block, which reduce the degrees of freedom of an off-diagonal block to the three components of relative displacement of the related particle pair. None of these constraints appear in the AM. The triangle-rule constraints are not considered in those vibrational models with a lattice reference frame [29,30]. The constraints in (III) are ignored in the scalar-vibration models [31–34].

For topologically disordered systems in three-dimension space, the spectrum of harmonic vibrations can be separated into the extended (or delocalized) and localized regions; the
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vibrational modes with eigenvalues near zero are generally delocalized in nature, while those in the end of the spectrum are usually found to be localized. Thus, the sharp boundaries that separate the localized and delocalized regions in a vibrational spectrum, usually termed as mobility edge (ME) [35], are examples of the LTD. Thermal conductivity in topologically disordered systems, such as glasses, is associated with the ME in their vibrational spectra [36]. To determine the location of the ME, several methods with different measures, including participation ratios [37,38], multifractal analysis [30], the LS statistics [39–42], and the diagonal elements of the resolvent matrix [43], have been studied. However, highly demanding in accuracy, the determination for the ME by numerical calculations is still a challenge problem.

In this paper, we investigate the MEs of the Hessian matrices of a truncated Lennard-Jones (TLJ) fluid, which is a prototype of topologically disordered systems, with the matrices evaluated at fluid configurations at a thermodynamic state of the fluid. The eigenmodes of the corresponding Hessian matrices are referred as the instantaneous normal modes (INMs) of the fluid [44], and the eigenvalue spectrum of the INMs is associated with the local-curvature distribution of the potential-energy surface of the system [45]. In Sec. II, the randomness of the elements in Hessian matrices of the TLJ fluid is described. In Sec. III, the second moments of the traces and the off-diagonal elements in the off-diagonal blocks are calculated from the extended region to the localized one are calculated for four system sizes. Then, we employ the approach of finite-size scaling to determine the MEs [46,47]. Two MEs, one with positive eigenvalue and the other with negative eigenvalue, are found in the INM-eigenvalue spectrum. The critical exponents of the two MEs are estimated. The nearest-neighbor LS distribution at each ME is examined to be in a good agreement with $P_c(s)$ obtained from the AM. Our conclusions are given in Sec. IV.

II. HESSIAN MATRICES OF THE TLJ FLUID

The TLJ potential $\phi_{TLJ}(r)$ is obtained by truncating the Lennard-Jones (LJ) potential at the minimum $r_c=2^{1/6}\sigma$ and then lifting up in energy by $\epsilon$ [48], where $\sigma$ and $\epsilon$ are the length and energy parameters of the LJ potential, respectively. So, the TLJ potential is purely repulsive. We choose the thermodynamic state of the TLJ fluid at reduced density $\rho^*=0.972$ and reduced temperature $T^*=0.836$ in the units of the two LJ parameters. With $N$ particles confined in a cube of length $L=(N/\rho^*)^{1/3}$ and using the periodic boundary conditions, the fluid configurations are generated by Monte Carlo simulation for four system sizes from $N=3000$ to 24 000.

Owing to the short-range nature of the TLJ potential, the Hessian matrices are sparse. The ratio $f_{\text{off}}$ of the nonzero off-diagonal blocks in a Hessian matrix is estimated to be $N_e/N$, where $N_e$ is the average number of neighbors around a particle within $r_c$. Evaluated by the radial distribution function of the TLJ fluid [49], $N_e$ is about 6 and independent of $N$. Thus, $f_{\text{off}}$ is inversely proportional to $N$, with a value about 0.05% for $N=12$ 000.

For each Hessian matrix, the trace of the off-diagonal block associated with particles $i$ and $j$ at distance $r_{ij}$ is given by the negative of $k_{ij}=\phi_{TLJ}^\prime(r_{ij})+2\phi_{TLJ}(r_{ij})/r_{ij}$, where a prime stands for a derivative of the function. $\phi_{TLJ}^\prime(r_{ij})$ and $\phi_{TLJ}(r_{ij})/r_{ij}$ are, respectively, the force constants of the vibrational and rotational binary motions of the two particles [21]. The trace of the diagonal block associated with particle $i$, expressed as $\Sigma_{j\neq i}k_{ij}$, is the sum of all force constants connected to this particle. For the TLJ fluid, the traces of the diagonal and off-diagonal blocks are positive and negative values, respectively, and their averages, denoted as $\bar{k}_{\text{tot}}$ and $-\bar{k}$, are related via the equation $\bar{k}_{\text{tot}}=N\bar{k}$.

The randomness of the elements in the Hessian matrices can be described by four distributions: two for characterizing the traces and the off-diagonal elements of the diagonal blocks and the other two for the corresponding quantities of the off-diagonal blocks [50]. The four distributions of the TLJ fluid are shown in Fig. 1. Some features of the four distributions are given in the following: first, the distributions of the traces are asymmetric about their averages.
the short-range nature of the TLJ potential [50]. Second, the distributions of the off-diagonal elements are symmetric about their averages, which are zero. The distribution for the off-diagonal blocks can be fit with a Lorentzian, reflecting the complete independence of the off-diagonal elements in the associated blocks. However, the distribution for the diagonal blocks can only be fit with a pseudo-Voigt function, which is a weighted linear combination of a Lorentzian and a Gaussian; the weighted factors of the Lorentzian and the Gaussian are about 40% and 60%, respectively. The reason why the pseudo-Voigt function is used is resulted from that makes the calculations for the positive branch much more negative branch is about four times of that for the negative branch; this number of samples in the calculation of the LS for the positive branch is about four times smaller than that in the shaded region in the positive branch. Thus, for each system size, the unfolded eigenvalues in this section. The LS data for the two shaded regions in Fig. 2 are summarized in Table I. The INM density of states in the shaded region in the positive branch is expected to occur in each branch. With the LS analysis given below for systems of smaller sizes [54], the MEs in \( D(\lambda) \) are found within the range \( \lambda = 1150 - 1230 \) and \( \lambda = -95 - -80 \), which are the two shaded regions in Fig. 2.

III. MOBILITY EDGES IN THE INM-EIGENVALUE SPECTRUM

To do the LS analysis for eigenvalues from \( \lambda_1 \) to \( \lambda_2 \), we first unfold these eigenvalues \( \lambda_i \) with the following procedure [55]:

\[
\hat{z}_i = \frac{1}{D_0} \int_{\lambda_i}^{\lambda_{i+1}} D(\lambda) d\lambda,
\]

where \( D_0 = \int_{\lambda_1}^{\lambda_{n}} D(\lambda) d\lambda \) is the percentage of the eigenvalues within the integral range. Shown in the insets of Fig. 2 are the unfolding procedures for the eigenvalues within the two shaded regions, with the unfolded eigenvalues \( z_P \) and \( z_n \) for the positive and negative branches, respectively. Since the function of \( D(\lambda) \), although obtained numerically, is smooth enough, the unfolded eigenvalues are found to be uniformly distributed between zero and one.

For each branch, we select the unfolded eigenvalues in different sections, which have a width \( \Delta \lambda = 0.125 \) and are centered at \( M \Delta \lambda / 2 \) with \( M \) an integer from 1 to 15. For the unfolded eigenvalues \( \hat{z}_i \) in a section, the nearest-neighbor LS is defined as \( s_i = (\hat{z}_{i+1} - \hat{z}_i) / \Delta' \), where \( \Delta' \) is the mean LS of the unfolded eigenvalues in this section. The LS data for the two shaded regions in Fig. 2 are summarized in Table I. The INM density of states in the shaded region in the positive branch is about four times smaller than that in the shaded region in the negative branch. Thus, for each system size, the number of samples in the calculation of the LS for the positive branch is four times of that for the negative branch; this makes the calculations for the positive branch much more difficult. The LS number of each section in the positive branch is about \( 2.2 \times 10^6 \), and that of each section in the negative branch is about \( 3.8 \times 10^5 \). For each section, we calculate the nearest-neighbor LS distribution \( P(s) \), which is normalized and has a mean of unity. With the numerical \( P(s) \) distribution of each section, the second moment \( I_2 \) of \( P(s) \), defined as \( I_2 = \int_0^\infty (s^2 P(s) ds \), is calculated. The data of \( I_2 \), including statistical errors, for the four system sizes we simu-
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\[ \xi(z) = C|z-z_c|^{-\nu}, \quad (2) \]

where \( C \) is some constant. In order to extract the critical exponent from quantities \( X \) calculated for finite-size systems, one usually uses the one-parameter scaling hypothesis \([12]\), in which \( X \) is a function of the form

\[ X = f(L/\xi(z)). \quad (3) \]

That is, after the system size \( L \) is scaled by \( \xi(z) \), all quantities \( X \) of finite-size systems collapse onto a single scaling function.

For the data of \( I_N \) presented in Fig. 3, we make two kinds of corrections to the one-parameter scaling function. First, the scaling variable \( I_N \) apparently has a nonlinear dependence on the unfolded eigenvalue \( z \). Second, for the possibility of a systematic shift of the crossing points of \( I_N \) curves, an irrelevant scaling variable is considered to appear in the scaling function. Once the system sizes are large enough, the systematic shift of the crossing points is expected to disappear so that the irrelevant scaling variable is not necessary. Thus, according to the renormalization theory for a critical point \([46]\), we assume that the data of \( I_N \) obey the scaling law

\[ I_N(z) = \tilde{f}(\chi_rL^{1/\nu}, \chi_iL^{-\nu}), \quad (4) \]

where \( \chi_r \) and \( \chi_i \) are the relevant and irrelevant scaling variables with corresponding critical and irrelevant exponents \( \nu \) and \( \gamma \), with \( \gamma < 0 \), respectively. Following the method given in Refs. \([56,57]\), the \( \tilde{f} \) function is expanded into a series of the irrelevant scaling variable up to order \( n_r \):

\[ I_N = \sum_{n=0}^{n_i} \chi_i^n L^{n_i} \tilde{f}_n(\chi_rL^{1/\nu}), \quad (5) \]

and \( \tilde{f}_n \) is also expanded into a series up to order \( n_r \):

\[ \tilde{f}_n(\chi_rL^{1/\nu}) = \sum_{i=0}^{n_r} a_{ni}\chi_r^{niL^{1/\nu}}. \quad (6) \]

Due to the nonlinear dependence of the scaling variable \( I_N \) on \( z \), \( \chi_r \), and \( \chi_i \) are expanded into series up to order \( m_r \) and \( m_i \), respectively,

\[ \chi_i(Z) = \sum_{n=1}^{m_i} b_n Z^n, \quad \chi_i(Z) = \sum_{n=0}^{m_i} c_n Z^n, \quad (7) \]

where \( Z = (z - z_c)/z_c \) and \( b_1 = c_0 = 1 \). Each fitting function can be specified by a set of four indices \( (n_i,m_i,n_r,m_r) \) and the fitting parameters include those expansion coefficients, \( z_c \), \( \nu \), and \( \gamma \). Of course, an appropriate fitting function should be the one with the total number of fitting parameters as few as possible.

We fit the \( I_N \) data within different intervals of \( z \) for the four system sizes with the scaling functions given in Eqs. \((4)\)\,–\,(7). In a fit for \( N_p \) data points with a scaling function of \( N_p \) parameters, we use the downhill simplex method to minimize the \( \chi^2 \) statistics of the data points, while the goodness of fit is measured by the \( Q \) factor, which is determined by the best-fit value of \( \chi^2 \) and \( N_p N_f - N_p \), the number of degrees of freedom in the fitting \([58]\). In order to obtain the confidence

FIG. 3. (Color online) The second moment \( I_N \) of the LS distribution as a function of the unfolded eigenvalue: (a) for the positive branch and (b) for the negative branch. \( N \) is the number of particles in a system. The symbols (blue triangles for \( N = 3000 \), green squares for \( N = 6000 \), red diamonds for \( N = 12000 \) and black circles for \( N = 24000 \)) are the results of the numerical eigenvalues obtained by diagonalization. The lines in (a) are the fitting functions of the model \((1,0,3,3)\) for \( z_p \) within \([0.1875,0.8125]\); the lines in (b) are those of the model \((0,0,2,2)\) for \( z_n \) within \([0.25,0.75]\); the solid, dashed, dotted and dot-dashed line styles are for \( N = 24000 \), \( 12000 \), \( 6000 \), and \( 3000 \), respectively.

lated are shown in Fig. 3. In principle, the values of \( I_N \) fall in a range between \( 4/\pi \) and \( 2 \), which are the second moments of the Wigner surmise and the Poisson distribution, respectively. For each system size, as the selected section moves from the delocalized to the localized region, the value of \( I_N \) increases monotonically. For each branch, the calculated \( I_N \) as a function of the unfolded eigenvalue \( z \) generally depends on system size and follows the scaling behavior: \( I_N \) increases with \( N \) in the localized region but decreases with \( N \) in the delocalized region. At some unfolded eigenvalue \( z_N \), \( I_N \) is expected to be invariant with \( N \) and, therefore, \( z_N \) is the location of the ME in the branch.

A. Scaling near a ME

Each ME at \( z_N \) is expected to be characterized by the correlation length \( \xi(z) \) of the infinite system, \( \xi(z) \), which is a function of the unfolded eigenvalue \( z \) diverges at \( z_N \) with a critical exponent \( \nu \) and can be expressed as

\[ \xi(z_N) = C|z_N-z_c|^{-\nu}, \quad (2) \]

where \( C \) is some constant. In order to extract the critical exponent from quantities \( X \) calculated for finite-size systems, one usually uses the one-parameter scaling hypothesis \([12]\), in which \( X \) is a function of the form

\[ X = f(L/\xi(z)). \quad (3) \]

That is, after the system size \( L \) is scaled by \( \xi(z) \), all quantities \( X \) of finite-size systems collapse onto a single scaling function.

For the data of \( I_N \) presented in Fig. 3, we make two kinds of corrections to the one-parameter scaling function. First, the scaling variable \( I_N \) apparently has a nonlinear dependence on the unfolded eigenvalue \( z \). Second, for the possibility of a systematic shift of the crossing points of \( I_N \) curves, an irrelevant scaling variable is considered to appear in the scaling function. Once the system sizes are large enough, the systematic shift of the crossing points is expected to disappear so that the irrelevant scaling variable is not necessary. Thus, according to the renormalization theory for a critical point \([46]\), we assume that the data of \( I_N \) obey the scaling law

\[ I_N(z) = \tilde{f}(\chi_rL^{1/\nu}, \chi_iL^{-\nu}), \quad (4) \]

where \( \chi_r \) and \( \chi_i \) are the relevant and irrelevant scaling variables with corresponding critical and irrelevant exponents \( \nu \) and \( \gamma \), with \( \gamma < 0 \), respectively. Following the method given in Refs. \([56,57]\), the \( \tilde{f} \) function is expanded into a series of the irrelevant scaling variable up to order \( n_r \):

\[ I_N = \sum_{n=0}^{n_i} \chi_i^n L^{n_i} \tilde{f}_n(\chi_rL^{1/\nu}), \quad (5) \]

and \( \tilde{f}_n \) is also expanded into a series up to order \( n_r \):

\[ \tilde{f}_n(\chi_rL^{1/\nu}) = \sum_{i=0}^{n_r} a_{ni}\chi_r^{niL^{1/\nu}}. \quad (6) \]

Due to the nonlinear dependence of the scaling variable \( I_N \) on \( z \), \( \chi_r \), and \( \chi_i \) are expanded into series up to order \( m_r \) and \( m_i \), respectively,

\[ \chi_i(Z) = \sum_{n=1}^{m_i} b_n Z^n, \quad \chi_i(Z) = \sum_{n=0}^{m_i} c_n Z^n, \quad (7) \]

where \( Z = (z - z_c)/z_c \) and \( b_1 = c_0 = 1 \). Each fitting function can be specified by a set of four indices \( (n_i,m_i,n_r,m_r) \) and the fitting parameters include those expansion coefficients, \( z_c \), \( \nu \), and \( \gamma \). Of course, an appropriate fitting function should be the one with the total number of fitting parameters as few as possible.

We fit the \( I_N \) data within different intervals of \( z \) for the four system sizes with the scaling functions given in Eqs. \((4)\)\,–\,(7). In a fit for \( N_p \) data points with a scaling function of \( N_p \) parameters, we use the downhill simplex method to minimize the \( \chi^2 \) statistics of the data points, while the goodness of fit is measured by the \( Q \) factor, which is determined by the best-fit value of \( \chi^2 \) and \( N_p N_f - N_p \), the number of degrees of freedom in the fitting \([58]\). In order to obtain the confidence
TABLE II. Fit parameters and estimates for $z_{cp}$, $v_p$, and $y_p$ with 95% confidence intervals for the positive branch. $z_{min}$ and $z_{max}$ give the fit interval of $z$. $N_d$ is the number of data points in the interval. $N_p$ is the number of fitting parameters. The value of $\chi^2$ is for the best fit. $Q$ is the goodness of fit. In each model, $m_i=0$.

<table>
<thead>
<tr>
<th>$[z_{min},z_{max}]$</th>
<th>$N_d$</th>
<th>$N_p$</th>
<th>$n_i$</th>
<th>$n_r$</th>
<th>$m_r$</th>
<th>$\chi^2$</th>
<th>$Q$</th>
<th>$z_{cp}$</th>
<th>$v_p$</th>
<th>$y_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>6</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>34.98</td>
<td>0.2435</td>
<td>0.433 ± 0.008</td>
<td>1.59 ± 0.08</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>7</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>35.43</td>
<td>0.1909</td>
<td>0.434 ± 0.008</td>
<td>1.60 ± 0.09</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>7</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>33.85</td>
<td>0.2449</td>
<td>0.428 ± 0.008</td>
<td>1.60 ± 0.09</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>8</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>31.69</td>
<td>0.2872</td>
<td>0.422 ± 0.010</td>
<td>1.52 ± 0.10</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>41.40</td>
<td>0.0804</td>
<td>0.435 ± 0.009</td>
<td>1.74 ± 0.07</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>6</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>49.29</td>
<td>0.0147</td>
<td>0.438 ± 0.009</td>
<td>1.79 ± 0.10</td>
<td>0</td>
</tr>
<tr>
<td>[0.1875,0.8125]</td>
<td>44</td>
<td>11</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>30.39</td>
<td>0.5978</td>
<td>0.431 ± 0.014</td>
<td>1.45 ± 0.09</td>
<td>−7.72 ± 5.32</td>
</tr>
<tr>
<td>[0.1875,0.8125]</td>
<td>44</td>
<td>11</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>25.92</td>
<td>0.7248</td>
<td>0.409 ± 0.017</td>
<td>1.54 ± 0.10</td>
<td>−6.00 ± 3.48</td>
</tr>
</tbody>
</table>

Intervals of fit parameters, $10^4$ synthetic data sets are generated by uniformly sampling each new data within the error bar of the data $[57]$. The error bars of fit parameters are estimated by those within 95% confidence intervals of its original fit. The acceptance of a fit is determined by two criteria. First, the $Q$ value of an acceptable fit should be larger than 0.01 $[58]$. Second, since the value of $\nu$ is determined by the universality class of the random matrices, a large error of $\nu$ would make the fitting meaningless. So, we set the error bar of parameter $\nu$ for an acceptable fit to be less than 0.2. To keep the number of fit parameters as few as possible, we set $m_i=0$ for all fits and limit $n_i$ and $m_r$ no more than three. Also, verified by the results given below, no clear shift of the crossing points of the data curves in Fig. 3(b) is found so that, for the negative branch, the irrelevant scaling variable is not necessary and $n_i$ is, therefore, set to be zero.

With the criterions given above, only several models are accepted for each branch, and the results are listed in Tables II and III. The distribution of the $v_p$ and $v_n$ values of the accepted models is shown in Fig. 4. For the negative branch, although the $Q$ values of the accepted models are around 0.1, the fit values of $z_{cp}$ and $z_{pc}$ are generally close to one another, so we think all of these models are reliable. The average of these models leads us to $v_p=1.60±0.07$ and $z_{pc}=0.462±0.016$, which corresponds to $\lambda_{pc}=-87.1±0.3$. However, the accepted models for the positive branch are somewhat diversified. The two with $v_p$ larger than 1.7 have larger $\chi^2$ values than others, causing their $Q$ values less than 0.1. The rest four models without the irrelevant scaling variable have $Q$ values generally more than 0.2 and their $v_p$ and $z_{cp}$ values are close to one another. For the two models in which the irrelevant scaling variable is introduced, the goodness of fit substantially increases and the value of $v_p$ is relatively lowered; however, the value of irrelevant exponent $y$ is large and its error is roughly the same order of $y$. By averaging the results of the six models with $Q$ generally larger than 0.2, we have $v_p=1.55±0.09$ and $z_{pc}=0.426±0.011$, which gives $\lambda_{pc}=1183.8±0.8$.

In principle, $v_p$ and $v_n$ should coincide with each other, for the two MEs in the INM-eigenvalue spectrum belong to the same universality class. On the other hand, due to the same universality class, the values of $v_p$ and $v_n$ should be equal to the critical exponent of the AM in $d=3$ $[59,60]$. Obtained by accurate numerical studies, the critical exponent of the AM in $d=3$ is reported to be $1.57±0.02$ $[56]$; however, other numerical studies give smaller values $[57]$. Within numerical errors, our results are generally satisfied with these requirements for $v_p$ and $v_n$.

The solid lines in Fig. 3 present the fit results of the models with the highest $Q$ value for each branch; the model of the positive branch is (1,0,3,3), in which the irrelevant scaling variable is used, and the one of the negative branch is (36,7,3,3), in which the irrelevant scaling variable is not necessary and $n_i=m_i=0$.

TABLE III. Fit parameters and estimates for $z_{in}$ and $v_n$ with 95% confidence intervals for the negative branch. The notations are the same meaning as those given in Table II. In each model, no irrelevant scaling variable is used, so $n_i=m_i=0$.

<table>
<thead>
<tr>
<th>$[z_{min},z_{max}]$</th>
<th>$N_d$</th>
<th>$N_p$</th>
<th>$n_r$</th>
<th>$m_r$</th>
<th>$\chi^2$</th>
<th>$Q$</th>
<th>$z_{cp}$</th>
<th>$v_p$</th>
<th>$y_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.3125,0.6875]</td>
<td>28</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>31.91</td>
<td>0.0789</td>
<td>0.467 ± 0.061</td>
<td>1.63 ± 0.07</td>
<td>0</td>
</tr>
<tr>
<td>[0.3125,0.6875]</td>
<td>28</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>31.58</td>
<td>0.0848</td>
<td>0.464 ± 0.012</td>
<td>1.59 ± 0.10</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>39.13</td>
<td>0.1228</td>
<td>0.460 ± 0.007</td>
<td>1.60 ± 0.04</td>
<td>0</td>
</tr>
<tr>
<td>[0.3125,0.6875]</td>
<td>28</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td>31.32</td>
<td>0.0897</td>
<td>0.461 ± 0.007</td>
<td>1.55 ± 0.09</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td>39.19</td>
<td>0.1216</td>
<td>0.459 ± 0.005</td>
<td>1.60 ± 0.04</td>
<td>0</td>
</tr>
<tr>
<td>[0.3125,0.6875]</td>
<td>28</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>30.36</td>
<td>0.0851</td>
<td>0.465 ± 0.020</td>
<td>1.59 ± 0.09</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>39.09</td>
<td>0.1000</td>
<td>0.461 ± 0.009</td>
<td>1.60 ± 0.06</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>39.13</td>
<td>0.0992</td>
<td>0.460 ± 0.009</td>
<td>1.60 ± 0.04</td>
<td>0</td>
</tr>
<tr>
<td>[0.25,0.75]</td>
<td>36</td>
<td>8</td>
<td>3</td>
<td>3</td>
<td>38.98</td>
<td>0.0812</td>
<td>0.457 ± 0.016</td>
<td>1.63 ± 0.09</td>
<td>0</td>
</tr>
</tbody>
</table>
FIG. 4. (Color online) Fit values of the critical exponents with 95% confidence intervals as a function of $Q$. The red squares and black circles are for the models listed in Tables II and III for the positive and negative branches, respectively.

(0, 0, 2, 2). The correlation length $\xi(z)$ of each ME can be given as $\xi_0[\chi(L)^{1/\nu}]$, where $\nu$ is the estimated value of $\nu_p$ or $\nu_n$ and $\xi_0$ is a constant but different for the two branches, and the correlation lengths of the two MEs are plotted in the insets of Fig. 5. For each branch, after the system sizes are scaled by the corresponding correlation length $\xi(z)$, the $I_N$ data of the four system sizes collapse onto a single scaling function, which is shown in Fig. 5. One should notice that the $I_N$ data shown in Fig. 5(a) have been corrected by the formula \[ F_{\text{corr}}^{\text{PS}} = I_N - L^2 \tilde{f}_I(\chi L^{1/\nu}) \] \[ (8) \]

The scaling function consists of two continuous curves, separated by the value of $I_N$ at the ME. Although the $I_N$ values at the ME shown in Fig. 5 are slightly different for the two branches, the difference is within the error bars of the two $I_N$ values. The upper and lower curves of the scaling function correspond to the localized and extended INMs, respectively. Thus, we have confirmed the scaling hypothesis for the INMs near each ME and suggest that the INMs in the eigenvalue spectrum should follow the universality for the orthogonal random matrices.

B. $P(s)$ at each ME

To examine the critical behavior at the two MEs, we select two narrow intervals $\lambda = 1181.8 - 1185.8$ and $\lambda = -88.1 - -98.6$, which contain the MEs in the positive and negative branches, respectively. For the realizations of each system size generated by our simulations, the number of the LSs within the interval in the positive branch is about $8.9 \times 10^5$ and that within the interval in the negative branch is $4.1 \times 10^5$. Calculated for the four system sizes, the numerical data of the $P(s)$ distribution within each interval are presented by symbols with error bars in Fig. 6. Since the widths of the two selected intervals are small enough, the two $P(s)$ distributions, within numerical errors, are generally independent of system size $N$. We fit the $P(s)$ data of the four system sizes for $s$ less than three by the following formula, which has used to fit the critical LS distribution of the AM [7],

$$ P_c(s) = \frac{A_s^2}{\sqrt{\mu^2 + (A_s s)^2}} \exp\left[\mu - \sqrt{\mu^2 + (A_s s)^2}\right], \tag{9} $$

where $A_s$ and $\mu$ are two fitting parameters. The normalized distribution in Eq. (9) has a linear behavior at small $s$ with slope $P_c'(0) = A_s^2/\mu$ but changes to a Poisson-type form at large $s$ with a decay rate $A_s$. Also, the second moment $I_c$ of the distribution is given as $2(\mu + 1)/A_s^2$.

Our results give $A_s = 1.89 \pm 0.02$ and $\mu = 1.565 \pm 0.015$ with the goodness of fit $Q=0.69$ for the positive branch and $A_s = 1.9 \pm 0.02$ and $\mu = 1.568 \pm 0.020$ with $Q$ close to one for the negative branch, where the errors of the fit parameters are estimated within 95% confidence interval. The numerical results and the fit for large $s$ are shown in the insets of Fig. 6. Indicated by the fit data, the $P(s)$ distributions within the two selected intervals almost coincide with each other and the two values of $A_s$ are almost the same as that of the AM [13]. Calculated with the values of $A_s$ and $\mu$, the slope $P_c'(0)$ at $s=0$ has a value about 2.29, which is comparable with that of the AM with the periodic boundary conditions [10]. Similarly, the second moments $I_c$ of the two fit distributions are close to 1.43, which is once again very close to the corresponding value of the AM. Thus, we have verified that,
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